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ABSTRACT

The aim of this study was to investigate how well subjects
beat out a rhythm using eye movements and to establish
the most accurate method of doing this. Eighteen subjects
participated in an experiment were five different methods
were evaluated. A fixation based method was found to be
the most accurate. All subjects were able to synchronize
their eye movements with a given beat but the accuracy
was much lower than usually found in finger tapping stud-
ies. Many parts of the body are used to make music but so
far, with a few exceptions, the eyes have been silent. The re-
search presented here provides guidelines for implementing
eye controlled musical interfaces. Such interfaces would en-
able performers and artists to use eye movement for musical
expression and would open up new, exiting possibilities.
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1. INTRODUCTION

Humans have the ability to synchronize movements to an
external rhythm. This is an unique ability not found among
any other mammal, not even among the greater apes. Re-
cently it has been shown that parrots and cockatoos have
a limited ability to entrain to music [2]. Still it can not
compare with the richness of human rhythmical expression
whether it is dance or music making. It is not strange then
that sensorimotor synchronization, the rhythmic coordina-
tion of perception and action, is an active field of research
[11].

While most research is done on tasks such as finger tap-
ping, eye movements and rhythm is an unexplored area.
This lack of research might be because of the technical dif-
ficulties in measuring eye movements. Unobtrusive devices
for measuring eye movements, so called eye trackers, have
been available for many years. To accurately measure the
timing of eye movements the temporal resolution of an eye
tracker should be high however, and this is a problem as
many eye trackers have had and still has relatively low tem-
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poral resolution (< 250 Hz). Nowadays there are commer-
cial high-speed eye trackers available, some with a temporal
resolution of 500 Hz or more, and resolution should not be
a limitation anymore. There exists a few examples of using
eye movements to control music [6, 4, 8] but none of them
describe the use of eye movements to trigger sounds in a
rhythmical fashion. A recent study [5] used eye movements
to generate hand clap sounds in time with a metronome.

When finger tapping a rhythm, or when drumming, it is
obvious when the actual strike to be synchronized with the
beat is made. It occurs when the finger or drum stick hits a
surface. When beating out a rhythm using the gaze and an
eye tracker there is no surface to strike and it is not obvious
when the actual strike is made.

When beating out a rhythm using gaze, henceforth called
eye tapping, where is the “strike” felt? Omne obvious alter-
native is to use eye blinks as the triggering method but
even if only the actual eye movements are used there are
still many alternatives. Two types of eye movements that
could be used for eye tapping are fizations and saccades.
A fixation occurs when the gaze maintains the focus on a
single location; saccades are the fast eye movements made
between fixations. An example of how to trigger a sound
by an eye movement would be to use the fixation onset, an-
other example would be to trigger a sound in the middle of
a saccade.

The aim of this study was twofold. The first aim was to
investigate if, and how well, it would be possible to beat
out a rhythm using eye movements. The second aim was to
establish the most accurate method of eye tapping. There
are four main reasons why it is interesting to investigate
how to best control rhythm with the eyes and how well it
can be done:

1. To make it possible to use eye moments for
musical composition. Many parts of the body are
used to make music; the mouth and lungs control wind
instruments, fingers and arms control string instru-
ments, and legs and feet are used when drumming
but so far, with a few exceptions [6, 4], the eyes have
been silent. To enable performers and artists to use
eye movement for musical expression would open up
new, exiting possibilities.

2. To enable people with physical disabilities to
make music. Eye tracking is already used by people
with physical disabilities to interact with computers.
If more was known about how to control rhythms with
eye movements it would make it possible for them to
enjoy new opportunities for musical expression.

3. To learn more about sensorimotor synchroniza-
tion. The literature on sensorimotor synchronization
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Figure 1: The display shown to the subjects dur-
ing the experiment. The distance between the two
fixation points was either 10 or 20 visual degrees.
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has been preoccupied with studying finger tapping and
few other means of striking a beat has been tried. Eye
movements and finger movements might have differ-
ent properties and our knowledge about sensorimo-
tor synchronization in humans would not be complete
without accounting for eye movements.

4. To enable the use of rhythmic control in gaze
controlled interfaces. Knowledge about how to
best control rhythm with eye movements could not
only be used in interfaces for music composition but
rhythm could more generally be used as a input vari-
able in gaze controlled interfaces. The most obvious
application being computer games as the game me-
chanics in many games are rhythm based.

A goal with the study was also to generate useful guide-
lines for what properties of rhythmic eye movements that
needs to be considered when implementing an eye move-
ment based instrument.

2. METHOD

18 subjects (11 male) were recruited from the student popu-
lation of Lund, Sweden. All were volunteers and no payment
was given. Their age ranged from 19 to 50 with a mean age
of 26. T'welve reported to have had musical training and on
average a subject had 7 years of musical training.

Subjects were seated in front of a tower-mounted, SMI
Hi-Speed eye tracker with a temporal resolution of 500 Hz.
A chin rest was used to constrain subjects’ head movements
and maintain an eye-to-screen distance of 67 cm. The screen
used as stimuli display was a Samsung SyncMaster 245T, a
52 x 33 cm large LCD monitor with a resolution of 1920 x
1200 px.

The task given to the subjects was to let their gaze alter-
nate between two fixation points in time with a beat (see
fig. 1). The beat was given by a sequence of 50 msec square
wave beeps of 440 Hz with a fixed inter-onset interval (I01).
The beeps were played to the subjects through a pair of full
sized head phones (Philips SHP2500). A subject was given
16 session, where each session consisted of 20 sec. of beat
following and 10 sec. of rest. The sessions were kept short
in order to avoid fatigue of the subjects. Two factors were
varied in the sessions, tempo and the span of the fixation
points, and each session included one combination of fac-
tors. Tempo was either 60 or 120 bpm, corresponding to
an IOI of 1.0 and 0.5 sec. The span of the fixation points
was either 10 or 20 visual degrees. Each factor combina-
tion was used in four sessions but the order of the combi-
nations was randomized for each subject. Both visual and
auditory stimulus was presented using Matlab' with the
Psychophysics Toolbox extensions [7] and eye tracking data

"http://www.mathworks . com/
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was recorded using iView X 2.52.

After collecting the eye tracking data five different meth-
ods of eye tapping were implemented and applied on the
gaze position data. This yielded the tap onsets that would
have been present if the eye tapping methods had been used
during the sessions. As the fixation points were placed on
a horizontal line only the x-coordinates of the gaze position
were used. The five methods to generate taps were:

1. When crossing the midline. This generates a tap every
time the midline between the fixation points is crossed,
but only after 100 msec have been spent on one side
of the midline.

2. At the beginning of a saccade. This generates a tap
when leaving a fixation point after having looked at it
for more than 100 msec.

3. At the end of a saccade. This generates a tap when
arriving at a fixation point after having crossed the
midline.

4. At maximum saccade velocity. This generates a tap
at the velocity peak when saccading between the two
fixation points.

5. When fixating. This generates a tap every time a
fixation is made after having crossed the midline. A
gaze point is defined as a fixation if the point-to-point
velocity is below 20° /s [12]. Note that this eye tapping
method does not use the actual position of the fixation
points.

Each beep onset was then paired with the closest tap onset
generated by each of the five methods (see fig. 2). Beep on-
sets from the three first sec of each session were disregarded
as no cue was given subjects when a session was about to
start.

One variable of interest is beep-to-tap asynchronies, that
is, the difference between the beep onsets and the closest
taps of the methods. Here a negative value would indicate
that the tap onset occurred before the beep onset and a pos-
itive value would indicate that the tap onset occured after
the beep onset. This will show if subjects tend to eye tap
before or after the beat. This is not a good measure of per-
formance however. If the beep onsets are [1.0, 2.0, 3.0, 4.0]
and the corresponding taps generated by one of the meth-
ods above are [0.8, 1.9, 3.0, 4.3] this gives the asynchronies
[-0.2, -0.1, 0.0, 0.3] but a mean asynchrony of 0.0. A better
performance measure is to take the absolute value of the
asynchronies, [0.2, 0.1, 0.0, 0.3], which then gives a mean
absolute asynchrony of 0.15. This is the main variable of
interest and it shows how well the different methods, and
the subjects, performed.

Processing of the eye tracking data was done using the
Ruby programming language® and statistical analyses were
conducted using the R environment [9]. The raw eye track-
ing data and the script used to generate eye taps are avail-
able for download at http://www.sumsar.net/files/eye_
tapping_experimentl.7z .

3. RESULT

3.1 Performance of the Tapping Methods
Table 1 summarizes the result of the experiment. All tap-
ping methods had a mean absolute asynchrony in the range
of 130-190 msec. The mean direction of the asynchronies
was negative for all methods, that is, all methods tended to

*http://www.smivision.com/
3http://www.ruby-lang.org/
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beeps midline beginning end velocity fixation
3 2.74 2.72 2.77 2.72 2.96
4 3.93 3.91 3.97 3.93 3.99
5 4.77 4.75 4.80 4.77 4.83
6 5.93 5.92 5.96 5.92 6.00
7 6.83 6.81 6.86 6.83 6.89

M\Q\/\m\/\

Figure 2: An excerpt from session one of subject
one with beep onsets (IOI = 1.0 sec) and the corre-
sponding tap onsets generated by the five eye tap-
ping methods.

Mean SD Abs mean Abs SD
(1) Midline -71 185 163 112
(2) Saccade beg.  -58 203 173 121
(3) Saccade end  -22 261 185 185
(4) Max. velocity — -61 202 169 125
(5) Fixation — -49 175 137 119

Table 1: Mean and SD in msec. of the asynchrony
and absolute asynchrony and of the five tapping
methods for the 18 subjects.

yield taps that occurred before the beep onset. A repeated
measures ANOVA was used to test for absolute asynchrony
differences between the five tapping methods. Absolute
asynchrony differed significantly across the five methods,
F(4,17) = 5.76,p < 0.001. Fisher’s LSD test showed that
method (5), to generate a tap when fixating, had a sig-
nificantly lower mean absolute asynchrony than the other
methods (p < 0.05). This is also visible in figure 3 .

3.2 Performance of the Subjects

As the fixation based tapping method was significantly bet-
ter that the other four methods it was used in the sub-
sequent analyses of the performance of the subjects. The
mean asynchrony and the mean absolute asynchrony of the
subjects are shown in figure 4. The mean absolute asyn-
chrony over all subjects was 137 msec (SD = 55 ) and a
one sample t-test showed that it differed significantly from
zero (p < 0.001, 95% CI[110, 165]). All subjects, except
one, had a negative mean asynchrony. A one sample t-
test showed that mean asynchrony over all subjects differed
significantly from zero (M = —49.6 msec, p < 0.01, 95%
CI[-77, -22]). This is comparable to the negative mean
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Figure 3: Mean absolute asynchrony, in msec., of
the 18 subject as a function of tapping method. The
error bars shows the standard error given by the
ANOVA.
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Figure 4: Mean asynchrony (a) and mean abso-
lute asynchrony (b) in msec of the fixation tap-
ping method for each subject. The points show the
means of the individual subjects and the line shows
the density created using a gaussian kernel.

asynchrony of 20-80 msec frequently found in finger tap-
ping tasks when no auditory feedback is given [1]. Another
finding in the finger tapping literature is that musicians
perform better in finger tapping tasks than non-musicians
[3, 11]. No significant correlation between reported number
of years of musical training and mean absolute asynchrony
was however found (Pearson’s product-moment correlation,
r = —0.035, p = 0.89). A negative correlation was found
between mean asynchrony and mean absolute asynchrony
(r = —0.67, p < 0.01), that is, bad performance is related
to a tendency to eye tap to early. A positive correlation be-
tween the standard deviation of the mean asynchrony and
the mean absolute asynchrony (r = 0.89, p < 0.001) indi-
cate that low performing subjects are also less consistent in
their timing.

4. DISCUSSION

The most accurate method of triggering rhythmical sounds
from eye movements is by using fixation onsets (5) as the
fixation based method had a significantly lower mean ab-
solute asynchrony compared to the other methods. When
building an eye controlled instrument accuracy might not
be the only criteria when choosing an eye tapping method.
Another criteria might be ease of implementation and if this
is important the second best method, the midline based (1),
might be a better choice.

All subjects managed the task of synchronizing their eye
movements to a given beat and the conclusion is that it is
possible to beat out a rhythm using eye movements. What
is evident is that eye tapping differs from finger tapping
and drumming in that subjects are more inaccurate [10].
The mean error in this study was 137 msec which is a quite
noticeable error when beating out a rhythm. If implement-
ing an eye controlled instrument one should be prepared for
that the rhythmic accuracy of the users of your instrument
might be quite low. Another difference from finger tapping
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studies is that no effect of musical training was found. It
would be interesting to see if, and how much, training of
eye tapping over an extended period can improve accuracy.

In this study there was a strong tendency of negative
mean asynchrony. When finger tapping the negative mean
asynchrony is known to decrease or even disappear when
auditive feedback is given [11]. An interesting continua-
tion of this study would then be to conduct an experiment
where fixation based eye tapping is used to trigger taps and
to compare the results with the finger tapping litterature.
What also should be done is to use eye tapping to create
new musical interfaces to allow performers and artists to
use eye movements to create and perform music.
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